A genetic distance metric to discriminate the selection of algorithms for the general ATSP problem


Abstract. The only metric that had existed so far to determine the best algorithm for solving an general Asymmetric Traveling Salesman Problem (ATSP) instance is based on the number of cities; nevertheless, it is not sufficiently adequate for discriminating the best algorithm for solving an ATSP instance, thus the necessity for devising a new metric through the use of data-mining techniques. In this paper we propose: (1) the use of a genetic distance metric for improving the selection of the algorithms that best solve a given instance of the ATSP and (2) the use of discriminant analysis as a means for predictive learning (data-mining techniques) aiming at selecting meta-heuristic algorithms.
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1. Introduction

Discriminant analysis [13] is a multivariate statistical technique, whose purpose is to analyze if there exist significant differences between groups of objects with respect to a set of variables measured. Linear discriminant analysis was introduced by [7] as a statistical procedure for classification.

Classification is the most common task in generic inductive learning; additionally, it is a function of predictive learning that classifies data of diverse classes [15].

In this paper we propose the use of classification as a means for predictive learning in meta-heuristic algorithm selection, and a metric to improve the selection of algorithms that best solve a given instance of the Asymmetric Traveling Salesman Problem (ATSP). Metrics are mathematical formulations used for reflecting a certain situation; i.e., a relation between quantitative or qualitative variables that allows observing the situation and the tendencies of changes generated in the objects [13]. They can be used to measure the influence on algorithm performance.

The ATSP in operations research is a problem in discrete or combinatorial optimization. It is a prominent exemplification of a class of problems in computational complexity theory which are classified as Nondeterministic Polynomial time complete or NP-complete [4], the class of problems that are complete in the NP, that is to say, most difficult
to solve in NP, and it is classified like decision problems.

The ATSP problem can be stated as follows: given a set of nodes and distances \( d_{ij} \) for each pair of nodes \((i, j)\), where \( d_{ij} \) can be different from \( d_{ji} \), find a circuit of minimal overall length that visits each of the nodes exactly once [3]. The ATSP problem is expressed by Eqs (1)–(4).

\[
\begin{align*}
\text{min } z(x) &= \sum_{j=1}^{m} \sum_{i=1}^{m} d_{ij}x_{ij} \quad (1) \\
\sum_{j=1}^{m} x_{ij} &= 1; \quad i = 1, \ldots, m \quad (2) \\
\sum_{i=1}^{m} x_{ij} &= 1; \quad j = 1, \ldots, m \quad (3) \\
x_{ij} &= \begin{cases} 
1, & \text{if circuit traverses from } i \text{ to } j \\
0, & \text{otherwise} 
\end{cases} \quad \forall i, j \quad (4)
\end{align*}
\]

The parameters of ATSP instances can be coded in a encoding scheme: \( L = \{ n_c, d_1, d_2, \ldots, d_n \} \), where \( n_c \) represents the number of cities and \( d_i \) is the distance between pairs of cities.

The purpose of this work is to propose the use of a genetic distance metric in discriminant analysis for improving the selection of the algorithms that best solve a given instance of the general Asymmetric Traveling Salesman Problem (ATSP).

### 2. Related works

In the area of data mining, Fink [6] developed a technique of algorithm selection for decision problems, which is based on the estimation of the gain of an algorithm, obtained from the statistical analysis of its performance. The investigation group that worked in the METAL project [26], proposed a method to select an algorithm for a set of related cases. They find a set of old cases whose characteristics are the most similar to those of the new set. The algorithms performances for the old cases are known and used to predict the best algorithm for the new set of cases. Pérez-Cruz [20] proposed a methodology, based on automatic learning to systematically develop mathematical models for algorithm performance. The proposal consists of characterizing the performance of a set of metaheuristic algorithms applied to the solution of the Bin-Packing problem, through the determination of regions of superiority of the algorithms. Reinelt [23] mentions that the only metric that existed for the general Asymmetric Traveling Salesman Problem is based on the number of cities.

It is necessary to mention that none of the related works has performance comparison with this work because they do not approach the problem used in this investigation in some cases and in others not used the same algorithms classifier. But, we calculate the Reinelt metric and we realize comparisons of our discriminant classifier with Reinelt metric and our metric.

### 3. Genetic distance metric for algorithm selection for the general ATSP

The only metric that existed for the general ATSP problem is based on the number of cities [23], unfortunately, it is not sufficiently adequate for discriminating the best algorithm. Thus the following question arises: is it possible to improve predicting the best algorithm using additional metrics (Fig. 1).
The purpose of this work is to develop a formal metric that helps improve algorithm selection for the general ATSP. To this end we used a concept from descriptive statistics called relative frequency. The index of similarity or genetic distance quantifies the similarity or difference in intercity distances (genetic is attributed to the quantification of the molecular markers; for example, in a jungle a lion and a leopard have some characteristics that are similar but there are also differences, which are reflected in their genes). The genetic term applied to ATSP indicates how much variability in the intercity distances exists; i.e. the number of occurrences in an interval of a frequency distribution.

The index of similarity $S$ (Eq. (5)) expresses the similarity among intercity distances, which is obtained from the frequencies of the distances, where similarity of distances will exist as long as the frequencies of the distances are larger than 1. In general, the cases with many similar frequencies are considered less complex to solve by a certain type of algorithm.

$$S = \begin{cases} \sum \text{Frequency}(d_i) > 1, & \text{if Frequency}(d_i) > 1 \text{ for some } i \\ 0, & \text{otherwise} \end{cases}$$

4. Experimentation

The experimentation was carried on an Acer Travelmate 2330LC computer with an Intel Celeron processor at 1.5 GHz, 512 MB of primary memory. The instances were obtained from the TSPLIB benchmark [23]. The metaheuristic algorithms tested were: a generic Genetic algorithm (GA), Standard Tabu Search (STS), Random Search (RS), and Scatter Search (SS) [1, 2, 29, 30].

A Genetic Algorithm (GA) is one of the heuristic methods used to find approximate solutions to NP-complete problems. GA is inspired by the darwinian principles of species evolution, and uses techniques pertaining to genetics, such as: inheritance, mutation, natural selection and recombination (or crossover). A simple GA works as follows [17]:

1. Start with a randomly generated population of $n$ 1-bit chromosomes (candidate solutions to a problem).
2. Calculate the fitness $f(x)$ of each chromosome $x$ in the population.
3. Repeat the following steps until $n$ offspring have been created:
   a. Select a pair of parent chromosomes from the current population, the probability of selection being an increasing function of fitness. The selection is carried out “with replacement,” meaning that the same chromosome can be selected more than once to become a parent.
   b. With probability $cp$ (the “crossover probability” or “crossover rate”), crossover the pair at a randomly chosen point (chosen with uniform probability) to form two offspring. If no crossover takes place, form two offspring that are exact copies of their respective parents.
   c. Mutate the two offspring at each locus with probability $pm$ (the mutation probability or mutation rate), and place the resulting chromosomes in the new population. If $n$ is odd, one new population member should be discarded at random.
4. Replace the current population with the new population.
5. Go to step 2.

The parameters for GA were: selection operator = roulette, crossover operator = OX, crossover rate = 1, mutation rate = 0.05, generations = 1000, population size = 100, replacement strategy = elitism, n-elitism = 1, tournament group size = 2.
Random Search (RS) algorithm is the following:

1. Choose an initial solution $i$ in $S$.
   - Set $i^* = i$ and $k = 0$.
2. Create a list of candidate solutions.
3. Evaluate solutions.
   - Set $k = k + 1$ and generate a subset $V^k$ of neighboring solutions in $N(i, k)$ such that either one of the Tabu conditions $s_t(i, m) \in T_r (r = 1, \ldots, I)$ is violated or at least one of the aspiration conditions $a_s(i, m) \in A_r (r = 1, \ldots, A)$ holds.
4. Choose the best admissible solution.
   - Choose the best $j$ in $V^k$ and set $i = j$.
5. Stopping condition satisfied?
   - If the value of the objective function decreases $f(i) < f(i^*)$, then set $i^* = i$.
   - If the stopping condition is met then stop; otherwise, update Tabu and aspiration conditions and afterwards go to Step 2.
6. Final solution.

Where $i, j$: solution indexes; $k$: iteration index; $V^k$: subset of solution; $N(i, k)$: neighborhood of solution $i$ at iteration $k$; $f(i)$: objective function value for solution $i$; $T_r$: Tabu move; $A_r$: aspiration level; $A_r$: aspiration threshold value. For STS the parameters were: stop criterion ($iterations = 1000$, $evaluations = 10000$), tabu list tenure $= 10$, neighborhood size $= 10$, selection operator $= standard$, neighborhood operator $= simple inversion$.

The main idea in the Random Search (RS) algorithm is to generate an initial solution with moderate quality. Then, according to some predefined neighborhood, the algorithm probabilistically selects and tests whether a nearby solution in the search space is better or not. If the new solution is better, the algorithm adopts it and starts searching in the new neighborhood; otherwise, the algorithm selects another solution point. The algorithm stops after a specified number of search steps have elapsed or the solution does not improve after a fixed number of steps. The solution quality of a neighborhood search technique relies heavily on the construction of the solution neighborhood. The pseudo-code for the Random Search (RS) algorithm is the following:

1. Initialize.
2. Evaluate.
3. Save as best solution.
4. Repeat the following for a number of iterations or rounds.
5. Create random solution.
6. Evaluate.
7. Save if the solution is better.
8. End.

The parameter for RS was: rounds $= 1000$.

Scatter Search (SS) was introduced by Glover [9] in a heuristic study on integer linear programming problems, which also provides a number of formative ideas of Tabu Search. Scatter Search is an evolutionary method that combines solution vectors through linear combinations to produce new ones through successive generations. The Scatter Search general procedure works as follows [9]:

1. Initial phase: a set of solutions is generated and the best solutions are chosen to become part of the reference set.
2. Evolutionary phase: repeat the following steps until some stopping criterion is met: a) New solutions are generated using weighted structured combinations of strategically selected reference subsets. b) A set of the best generated solutions will be included in the reference set.

The SS procedure is a very general process with many possible implementations. In order to specify a general framework, the SS/PR template proposed by Glover [9] is used. The template comprises 5 sub-routines, which can be sketched as follows:

I. Diversification Generation Method: starting with different seed solutions, a set of trial solutions is generated.
II. Improvement Method: given a trial solution as input, a heuristic process is applied to improve the solution; if the initial trial solution is not feasible, the heuristic procedure should be able to restore the solution feasibility during the improvement process.
III. Reference Set Update Method: maintains the reference set, consisting of a set of the best solutions found, widespread throughout the solution space.
IV. Subset Generation Method: uses a structured process that extracts solutions from the reference set and produces a subset, which will be used in the next method.
V. Solution Combination Method: combines the subset solution into one or more trial solutions.
For the SS algorithm the parameters used were: stop criterion (steps = 50, evaluations = 50000), PSize = 40, HQ ref. set size = 5, div. ref. set Size = 3, diversification = none, similarity operator = Hamming, improvement method = simple inversion, improvement cycles = 10, neighborhood op = simple inversion, neighborhood size = 10, ref. set update method = standard (more diversity), subset generator = pairs, solution combinatorial = GX.

The discriminant analysis implemented in the SPSS software was used [27]. This kind of analysis is used as a machine-learning method to find the relation between the characteristics of a problem and the performance of an algorithm [15].

Table 2 shows some results obtained for GA and STS algorithms; while Table 3 shows some results for RS and SS algorithms.

The contribution of Tables 2 and 3 is to provide the results (current best or solution, time or run time, and ratio) of GA, STS, RS, and SS algorithms for each ATSP instance, with the purpose of to be base to determine the best algorithm than it solves a certain instance and to be used like input parameter for training the classifier. Where: The ratio or theoretical ratio obtained was the value of the current best (a solution of the algorithm) divided by the best know, instances = cases of TSPLIB benchmark. Best Know = best solution from benchmark, time = runtime of the algorithm, Number of cities = the instance size.

For each instance the set of algorithms that best solve it was determined; to this end the following criterion for algorithm evaluation was defined: the algorithm with the smallest value of the run time divided by the theoretical ratio is considered the best for the instance.

Table 4 shows the list of the best algorithms for the instances of a sample for training the classifier, as well as the calculation of the proposed metric S for each of the TSPLIB instances [23]. The contribution of Table 4 was to use the values as input for training the discriminant analysis (where instances = cases of TSPLIB instance, number of cities = the instance size, n = the index of cities and S is the index of similarity).

Table 5 shows the results from the discriminant analysis (where the origin group consists of the algorithms for training and the destination group is the object of the classification). We can observe that of a sample of 19 instances, using the discriminant analysis was assigned correctly (the GA origin group: 7 instances correctly in GA destination group, the RS origin group: 5 instances correctly in RS destination group and 1 instance incorrectly in the GA destination group), in addition for the STS origin group: 6 instances incorrectly were assigned to a GA destination group instead of to be assigned to STS destination group.

In order to obtain the classification criterion, two indicators (n and S) were used as independent variables, and the name of the best algorithm was used as dependent variable. A criterion of classification called group discriminant function (which is the criterion variable, also called the grouping variable in SPSS) was used later for classifying each new observation into the corresponding group. The percentage of
Table 3

Sample of results obtained for RS and SS algorithms

<table>
<thead>
<tr>
<th>Instances</th>
<th>Number of cities</th>
<th>Best known</th>
<th>Current</th>
<th>Ratio</th>
<th>Time</th>
<th>Current</th>
<th>Ratio</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>br17</td>
<td>17</td>
<td>39</td>
<td>90</td>
<td>0.43</td>
<td>0.97</td>
<td>99</td>
<td>1.00</td>
<td>1.21</td>
</tr>
<tr>
<td>ft35</td>
<td>53</td>
<td>9005</td>
<td>21461</td>
<td>0.32</td>
<td>1.06</td>
<td>13565</td>
<td>0.50</td>
<td>3.44</td>
</tr>
<tr>
<td>ft70</td>
<td>70</td>
<td>38673</td>
<td>65724</td>
<td>0.58</td>
<td>1.07</td>
<td>52935</td>
<td>0.73</td>
<td>5.10</td>
</tr>
<tr>
<td>ft35</td>
<td>35</td>
<td>1473</td>
<td>3931</td>
<td>0.37</td>
<td>1.02</td>
<td>1945</td>
<td>0.75</td>
<td>2.50</td>
</tr>
<tr>
<td>ft38</td>
<td>38</td>
<td>1530</td>
<td>4299</td>
<td>0.35</td>
<td>1.09</td>
<td>2106</td>
<td>0.72</td>
<td>2.61</td>
</tr>
<tr>
<td>ft44</td>
<td>44</td>
<td>1613</td>
<td>4659</td>
<td>0.33</td>
<td>1.04</td>
<td>2867</td>
<td>0.55</td>
<td>2.98</td>
</tr>
<tr>
<td>ft47</td>
<td>47</td>
<td>1776</td>
<td>5730</td>
<td>0.30</td>
<td>1.19</td>
<td>3401</td>
<td>0.50</td>
<td>3.30</td>
</tr>
<tr>
<td>ft55</td>
<td>55</td>
<td>1608</td>
<td>6264</td>
<td>0.25</td>
<td>0.99</td>
<td>2898</td>
<td>0.55</td>
<td>3.81</td>
</tr>
<tr>
<td>ft64</td>
<td>64</td>
<td>1839</td>
<td>7144</td>
<td>0.35</td>
<td>1.04</td>
<td>4377</td>
<td>0.42</td>
<td>4.72</td>
</tr>
</tbody>
</table>

Table 4

Results obtained using the metric on the solution of the training ATSP instances

<table>
<thead>
<tr>
<th>Instances</th>
<th>Number of cities</th>
<th>Best algorithm</th>
<th>S</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>br17</td>
<td>17</td>
<td>0.53 GA</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>ft35</td>
<td>53</td>
<td>0.32 GA</td>
<td>53</td>
<td>53</td>
</tr>
<tr>
<td>ft70</td>
<td>70</td>
<td>0.24 RS</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>ft35</td>
<td>35</td>
<td>0.22 STS</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>ft38</td>
<td>38</td>
<td>0.26 GA</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>ft44</td>
<td>44</td>
<td>0.3 STS</td>
<td>44</td>
<td>44</td>
</tr>
<tr>
<td>ft64</td>
<td>64</td>
<td>0.65 STS</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>ft70</td>
<td>70</td>
<td>0.71 STS</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>ft170</td>
<td>170</td>
<td>1.7 RS</td>
<td>170</td>
<td>170</td>
</tr>
<tr>
<td>kro124p</td>
<td>124</td>
<td>1.2 STS</td>
<td>124</td>
<td>124</td>
</tr>
<tr>
<td>p43</td>
<td>43</td>
<td>1.03 STS</td>
<td>43</td>
<td>43</td>
</tr>
<tr>
<td>rgb323</td>
<td>323</td>
<td>1.28 RS</td>
<td>323</td>
<td>323</td>
</tr>
<tr>
<td>rgb358</td>
<td>358</td>
<td>0.20 STS</td>
<td>358</td>
<td>358</td>
</tr>
<tr>
<td>rgb403</td>
<td>403</td>
<td>1.31 RS</td>
<td>403</td>
<td>403</td>
</tr>
<tr>
<td>rgb443</td>
<td>443</td>
<td>1.03 STS</td>
<td>443</td>
<td>443</td>
</tr>
<tr>
<td>ry48p</td>
<td>48</td>
<td>1.2 STS</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>ft170</td>
<td>170</td>
<td>1.7 RS</td>
<td>170</td>
<td>170</td>
</tr>
</tbody>
</table>

5. Conclusions

The main contribution of this work is the proposal of a similarity metric or genetic distance metric that...
quantifies the similarity or difference among intercity distances (through the distribution of distance frequencies), a method devised to improve the prediction on the algorithm that best solves a benchmark set of ATSP instances, which improves the prediction of the best solution algorithm. From the experimental results (47.4% of cases correctly classified with indicator $n$ and 58.9% of cases correctly classified with indicators $n$ and $s$), it follows that it is possible to improve discrimination by adding another metric to the ATSP problem.

Future work would aim at devising additional metrics to increase the prediction percentage on the algorithm that best solves a given ATSP instance. The results were obtained for validating the effectiveness of the discriminant classifier.
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